Abstract—This paper offers a suite of extensions to Virtual Oscillator Control—a time-domain control method for islanded inverters whereby they are controlled to emulate the dynamics of weakly nonlinear limit-cycle oscillators. First, we develop a coordinate transformation to derive the PWM switching signals from the oscillator dynamic states in a manner that allows the inverter terminal-voltage amplitude and frequency to be traded off against a parametric linear combination of average active and reactive power. Additionally, we compare the time-domain performance of VOC to droop control for parallel connected inverters in two cases: synchronization from a cold start and inverter addition. Finally, with a view towards developing output-filter-design strategies as well as outlining strategies for grid-connected operations, we derive a sufficient condition for a Virtual-Oscillator-controlled inverter to be entrained to a stiff voltage source.

I. INTRODUCTION

The goal of decentralized real-time control in islanded power-electronics based systems is to regulate the constituent inverters’ terminal-voltage amplitude and frequency. Most literature in this domain focuses on incarnations of droop control [1]–[4]; wherein inverter active- and reactive-power injections are linearly traded off with terminal voltage and frequency. Markedly different from droop control—which relies on phasor quantities that are only well defined in quasi steady state—a compelling time-domain alternative is to control the inverters to emulate the dynamics of weakly nonlinear Liénard-type limit-cycle oscillators [5]. This method is termed Virtual Oscillator Control (VOC). It is implemented by programming the dynamics of the oscillators onto the inverters’ microcontrollers, and utilizing sinusoidally varying oscillator states to construct pulse-width modulation (PWM) control signals. Our previous efforts have established several advantages of VOC including the ability to: i) stabilize arbitrary initial conditions to a stable sinusoidal steady state [6], ii) achieve system-wide synchrony without any communication [7], and iii) contend with linear and nonlinear loads [5]. In this paper, we offer some extensions to our previous work that facilitate design and simplify analysis of VOC.

Recently, we proved that droop laws in resistive networks (where real power is traded off for voltage amplitude and reactive power is traded off for frequency) can be uncovered in the averaged sinusoidal-steady-state dynamics of Van der Pol oscillators [6]. Building upon this, we develop an extension that allows one to recover a whole family of droop relations (e.g., real power can be traded off for frequency and reactive power for voltage, as would be desired in inductive networks). The approach is based on constructing the inverter PWM switching signals by formulating a coordinate transformation that implements an angular displacement of the oscillator dynamic states. As the angular displacement is varied, we show that the VOC dynamics in sinusoidal steady state vary from mimicking droop laws in resistive networks to those in inductive networks. In essence, we demonstrate that the coordinate transformation allows one to recover a suite of nonlinear supersets to droop control. Using the resultant model, we present a running example for designing VOC for inductive networks which complements our recent work in [8] where we presented design strategies for resistive networks.

As a second contribution, we provide time-domain simulations to compare VOC with droop control for a parallel system of inverters serving a resistive load. We investigate two cases: i) synchronization from a cold start and arbitrary initial conditions, and ii) addition of an inverter to an already synchronized system. We show that VOC outperforms droop control in both the cases since the phase-synchronized equilibrium is attained much faster. It should be noted that the comparison is performed for inverters where sinusoidal steady-state regulation characteristics of both VOC and droop control are engineered to be approximately equivalent.

Finally, to further formalize design approaches for VOC, we derive a sufficient condition that establishes when a VOC-controlled inverter with an LCL output filter will be entrained with a stiff voltage source with a given frequency and voltage. Our analysis leverages classical results on entrainment of Van der Pol oscillators [9]. Simulation results indicate the lower bound on the amplitude of the driving voltage source to guarantee synchronization for a small frequency difference. This analysis not only yields insights into the design of output filters, but it also paves the way to explore multi-mode (grid-connected and islanded) operation.

The remainder of the paper is organized as follows. Section II introduces VOC and delineates the dynamical model that captures the inverters AC-time scale behaviour. Using the model, tunable voltage- and frequency regulation characteristics are derived and are subsequently leveraged to formulate a VOC design strategy for inductive networks. In Section III, simulation results in the time domain are provided to compare the performance of VOC and droop control. Section IV presents results on entrainment. Finally, we conclude the paper by outlining a few directions for future work in Section V.
II. Tunable Droop Relations

In this section, we outline the dynamical model that captures the AC time-scale behavior of the inverter terminal voltage. We parametrize the model by introducing a 2-D rotation matrix for coordinate transformation. The ensuing coordinate-transformed model establishes a relationship between the inverter terminal-voltage amplitude and frequency with the average real- and reactive-power output as a function of the rotation angle. This enables one to obtain tunable voltage- and frequency-regulation characteristics, and potentially synthesize a family of nonlinear supersets to droop control. We begin with a brief overview of VOC.

A. Controller Implementation

Figure 1 illustrates the implementation of VOC for a single-phase inverter. The closed-loop controller is a discretized version of the Van der Pol oscillator dynamics programmed on the digital microcontroller. The virtual oscillator circuit is a family of nonlinear supersets to droop control. We begin with a brief overview of VOC.

B. Dynamical Model

We begin by writing the circuit equations that describe the operation of the virtual oscillator circuit. The dynamics of the virtual-oscillator inductor current, \( i_L \), and virtual-oscillator capacitor voltage, \( v_C \), are:

\[
\begin{align*}
\frac{di_L}{dt} &= v_C, \\
\frac{dv_C}{dt} &= -\frac{\alpha v_C^3}{3} + \sigma v_C - i_L - \kappa_L i.
\end{align*}
\]

(1)

We introduce the following definitions to simplify notation:

\[
\begin{align*}
\varepsilon := \sqrt{\frac{L}{C}}, \\
g(y) := y - \frac{\beta^2}{3} y, \\
\beta := \frac{3\alpha}{\kappa_L^2 \sigma}.
\end{align*}
\]

(2)

A state-space model of the VO-controlled inverter in Cartesian coordinates can be formulated with scaled versions of the virtual inductor current and the virtual capacitor voltage selected as states, \( x := \kappa_L i_L \), and \( y := \kappa_v v_C \). With the aid of \( g(\cdot) \) and \( \varepsilon \) defined in (2), (1) can be rewritten in the time coordinates \( \tau = \omega t = (1/\sqrt{LC})t \) as follows:

\[
\begin{align*}
\dot{x} &= d\varepsilon \frac{dx}{d\tau} = y, \\
\dot{y} &= d\varepsilon \frac{dy}{d\tau} = -x + \varepsilon \sigma g(y) - \varepsilon \kappa_v \kappa_L i.
\end{align*}
\]

(3)

The system dynamics can now be represented on the polar plane as shown in Fig. 1(b) where \( \sqrt{2}V = (x^2 + y^2)^{1/2} \). The \( x \) and \( y \) coordinates are orthogonal and can be expressed as

\[
\begin{align*}
x(t) &= \sqrt{2}V(t) \sin(\omega t + \theta(t)) = \sqrt{2}V(t) \sin(\phi(t)), \\
y(t) &= \sqrt{2}V(t) \cos(\omega t + \theta(t)) = \sqrt{2}V(t) \cos(\phi(t)),
\end{align*}
\]

(4)

where \( \omega \) is the electrical frequency, \( \theta(t) \) represents the phase offset with respect to \( \omega \), and \( \phi(t) \) is the instantaneous phase angle.

As shown in Fig. 1, we utilize a 2-D rotation to define another set of orthogonal signals, \( v(t) \) and \( v^\perp(t) \), where \( v(t) \) will subsequently be used to control the inverter terminal voltage. The values of \( v \) and \( v^\perp \) can be written in terms of the states \( x \) and \( y \) using the rotation matrix, \( \Xi \), as:

\[
\begin{bmatrix}
v \\
v^\perp \end{bmatrix} = \begin{bmatrix} \cos \varphi & \sin \varphi \\ -\sin \varphi & \cos \varphi \end{bmatrix} \begin{bmatrix} y \\ x \end{bmatrix} =: \Xi \begin{bmatrix} y \\ x \end{bmatrix}.
\]

(5)

To extract amplitude and phase information, we transform the voltage signal, \( v \), and its corresponding orthogonal signal, \( v^\perp \), to polar coordinates as:

\[
v = \sqrt{2}V \cos(\phi + \varphi), \quad v^\perp = \sqrt{2}V \sin(\phi + \varphi).
\]

Differentiating the identities:

\[
\begin{align*}
\dot{\phi} &= 1 - \frac{\varepsilon}{\sqrt{2}V} \left( \sigma g(\sqrt{2}V \sin(\phi + \varphi)) - \kappa_v \kappa_L \right) \cos(\phi), \\
\dot{\theta} &= \frac{\varepsilon}{\sqrt{2}V} \left( \sigma g(\sqrt{2}V \sin(\phi + \varphi)) - \kappa_v \kappa_L \right) \sin(\phi).
\end{align*}
\]

(6)

We operate in the \( \varepsilon \approx 0 \) regime to ensure dynamics that mimic those of a harmonic oscillator [10]. Furthermore, we average the dynamics in (6) to focus on AC-cycle time scales. The resulting autonomous system is much easier to analyze than the time-varying system (without compromising much on the accuracy as the analysis is correct up to \( O(\varepsilon) \)) [11]. Let us denote \( \overline{V} \) and \( \overline{\theta} \) to be 2π-averaged values of \( V \) and \( \theta \). Then, recognizing that \( \varepsilon \approx 0 \), we can write the averaged dynamics as [11, Theorem 10.4] [6], [12]:

\[
\begin{align*}
\frac{\overline{V}}{\overline{\theta}} &= \frac{\varepsilon \sigma}{2} \left( \overline{V} - \frac{\beta^2}{2} \overline{\theta} \right) - \frac{\varepsilon \kappa_v \kappa_L}{2\pi \sqrt{2}} \int_0^{2\pi} \left[ -\frac{\cos(\tau + \overline{\theta})}{\tan(\tau + \overline{\theta})} \right] d\tau.
\end{align*}
\]

(7)

Since we are interested in uncovering the relationship between terminal voltage and power, we define the instantaneous active- and reactive-power injections [13], [14] as:

\[
P(t) = v(t) i(t), \quad Q(t) = v(t - \pi/2) i(t) =: v^\perp(t) i(t),
\]

(8)

Figure 1: (a) Implementation of VOC on a single-phase H-bridge inverter with \( LCL \) output filter. (b) The matrix, \( \Xi \), rotates the capacitor voltage and inductor current to yield the commanded inverter terminal voltage \( v(t) \).
where \( i(t) \) is the output current. The average real and reactive power over an AC cycle of period \( 2\pi/\omega \) are:

\[
\mathcal{P} = \frac{\omega}{2\pi} \int_{s=0}^{2\pi/\omega} P(s) ds, \quad \mathcal{Q} = \frac{\omega}{2\pi} \int_{s=0}^{2\pi/\omega} Q(s) ds.
\]  
(9)

Transitioning (7) from \( \tau \) to \( t \) coordinates, retaining only \( \mathcal{O}(\varepsilon) \) terms, and using the definitions of active and reactive power in (8), we get:

\[
\frac{d}{dt} \mathcal{V} = \frac{\sigma}{2C} \left( \mathcal{V} - \frac{\beta}{2} \mathcal{V}^3 \right) - \frac{\kappa_v \kappa_i}{2C} \left( \cos \varphi \frac{\mathcal{P}_{eq}}{\mathcal{V}} + \sin \varphi \frac{\mathcal{Q}_{eq}}{\mathcal{V}} \right),
\]

\[
\frac{d}{dt} \mathcal{P}_{eq} = \frac{\kappa_v \kappa_i}{2C} \left( -\sin \varphi \frac{\mathcal{P}_{eq}}{\mathcal{V}} + \cos \varphi \frac{\mathcal{Q}_{eq}}{\mathcal{V}} \right).
\]  
(10)

Thus, we obtain terminal-voltage amplitude and frequency dynamics that are linked to active- and reactive-power outputs at the inverter terminals through the 2-D rotation matrix, \( \Xi \). The steady-state voltage- and frequency-regulation equations are equilibrium points of the system in (10):

\[
\sigma \mathcal{V}_{eq} - \frac{\sigma \beta}{2} \mathcal{V}_{eq}^3 - \frac{\kappa_v \kappa_i}{2C} \left[ \cos \varphi \frac{\mathcal{P}_{eq}}{\mathcal{V}_{eq}} + \sin \varphi \frac{\mathcal{Q}_{eq}}{\mathcal{V}_{eq}} \right] = 0,
\]

\[
\omega_{eq} - \omega - \frac{\kappa_v \kappa_i}{2C} \left[ -\sin \varphi \frac{\mathcal{P}_{eq}}{\mathcal{V}_{eq}} + \cos \varphi \frac{\mathcal{Q}_{eq}}{\mathcal{V}_{eq}} \right] = 0,
\]  
(11)

with \( \mathcal{V}_{eq}, \mathcal{P}_{eq}, \) and \( \mathcal{Q}_{eq} \) denoting RMS voltage amplitude, average real- and reactive-power output respectively, and \( \omega_{eq} \) is the steady-state frequency. With appropriate decoupling assumptions, various droop-like laws can be recovered from (11): with \( \varphi = \pi/2 \) we get that terminal voltage is traded off for reactive power and frequency is traded off for active power; similarly, with \( \varphi = 0 \), we see that terminal voltage is traded off for active power and frequency is traded off for reactive power. These are reminiscent of the ubiquitous droop control laws for inductive (respectively, resistive) line impedances.

C. VOC Design for Inductive Networks

The averaged models reveal conclusive links between real- and reactive-power outputs and the terminal-voltage dynamics; and therefore, they suggest avenues to design the virtual oscillators so that the controlled inverter satisfies performance requirements. With reference to the model in (11), for the case where \( \varphi = 0 \), we formulated a design strategy for inverters to satisfy performance specifications related to voltage regulation, frequency regulation, dynamic response, and harmonic content in [8]. Here, we explore an analogous design strategy for the case \( \varphi = \pi/2 \); which is applicable to inductive networks.

Accompanying the design strategy to pick system parameters, we present a running example for VOC design corresponding to the following set of performance specifications: rated real power 750 W, rated reactive power 750 VAR, voltage-regulation of ±5% around a nominal voltage of 120 V, frequency-regulation of ±0.5 Hz around a nominal frequency of 60 Hz, rise-time of 0.1 s, ratio of third-to-first harmonic 2% and load sharing in a parallel setting. The design is subsequently validated by a switching-level simulation in MATLAB.

With the choice \( \varphi = \pi/2 \), the expressions in (11) boil down to the following:

\[
\sigma \mathcal{V}_{eq} - \frac{\sigma \beta}{2} \mathcal{V}_{eq}^3 - \kappa_v \kappa_i \frac{\mathcal{Q}_{eq}}{\mathcal{V}_{eq}} = 0,
\]

\[
\omega_{eq} - \omega + \frac{\kappa_v \kappa_i}{2C} \frac{\mathcal{P}_{eq}}{\mathcal{V}_{eq}} = 0.
\]  
(12)

(13)

To standardize design, we choose \( \kappa_v \), so that when the VO capacitor voltage is 1 V RMS, the output voltage is the open-circuit voltage, \( \mathcal{V}_{oc} \). Furthermore, we pick \( \kappa_i \) so that the output current is 1 A, when rated reactive power, \( \mathcal{Q}_{rated} \), is drawn from it. Thus, the choice of \( \kappa_v \) and \( \kappa_i \) are taken to be:

\[
\kappa_v = \frac{\mathcal{V}_{oc}}{\mathcal{Q}_{min}}, \quad \kappa_i = \frac{\mathcal{V}_{min}}{\mathcal{Q}_{rated}}.
\]  
(14)

For this choice, let us calculate \( \sigma \) in terms of \( \mathcal{V}_{min} \), which is the inverter terminal voltage when rated reactive power is drawn from it. Rearranging the terms and substituting values of \( \kappa_v \) and \( \kappa_i \) in voltage regulation equation gives

\[
\sigma = \frac{\mathcal{V}_{oc}}{\mathcal{V}_{min} (\mathcal{V}_{oc} - \mathcal{V}_{min})}.
\]  
(15)

Upon substituting \( \mathcal{V}_{oc} = 120 \) V and \( \mathcal{V}_{min} = 114 \) V, we get \( \sigma = 10.79 \).

To quantify the dynamic response of the VO-controlled inverter, we analyse how quickly the terminal voltage rises to the open-circuit voltage. We define rise time, denoted by \( t_{rise} \), as the time taken for the inverter terminal voltage to rise from \( 0.1 \mathcal{V}_{oc} \) to \( 0.9 \mathcal{V}_{oc} \). Furthermore, we capture and quantify the harmonic content of the terminal voltage through the ratio of the amplitude of the third-harmonic to the fundamental, \( \delta_{3:1} \). Following the analysis in [8] for rise-time and harmonic content in the terminal voltage for an unloaded inverter, we have:

\[
t_{rise} \approx \frac{6C}{\sigma}, \quad \delta_{3:1} \approx \frac{\sigma}{8\omega C}.
\]  
(16)

where \( \omega \) is the nominal frequency. Thus, upon imposing the design requirements (rise-time of 0.1 s, ratio of third-to-first harmonic 2%), we get from (16):

\[
\frac{10}{192\pi} \leq \frac{\sigma}{6} \leq 1.
\]  
(17)

Also, to ensure frequency-regulation of ±0.5 Hz, the following must hold:

\[
C \geq \frac{1}{\pi^2} \frac{\mathcal{V}_{oc}}{4.7t_{0.5} \mathcal{V}_{min} (\mathcal{V}_{oc} - \mathcal{V}_{min}) \mathcal{Q}_{rated}}.
\]  
(18)

where we have substituted for \( \kappa_v \) and \( \kappa_i \) from (14) in (13) and assumed the worst-case operating condition that maximum average active power, \( \mathcal{P}_{rated} \), is sourced at the minimum permissible terminal voltage \( \mathcal{V}_{min} \). We, therefore, fix \( C = 10.79/60 \) which satisfies lower bound specified by (18).
Simulation Results: To validate the design strategy, we perform a switching-time-scale simulation in MATLAB. The filter components are chosen as \(L_f = 1.8\) mH, \(C_f = 25\,\mu\)F, and \(L_R = 0.9\) mH where \(L_f\), \(C_f\), and \(L_R\) are the inverter-side inductor, ac-filter capacitor, and grid-side inductor, respectively (see Fig. 1 (a)). Figures 2 (a) and (b) depict the frequency- and voltage-regulation equations for the VO-controlled inverter. In Fig. 2 (a), the slope of the curve closely matches with the analytical expression. However, there is a constant error of 0.1 Hz which we attribute to the PLL (that is used to compute the frequency) and numerical solvers used in the simulation. Figure 2 (b) shows the obtained voltage-regulation curve. Lastly, the time-domain voltage waveform in Fig. 2 (c) shows a rise-time of 0.102 s (closely matching the desired value of 0.1 s).

III. TIME DOMAIN COMPARISON WITH DROOP CONTROL

In this section, we present simulation results with switching-level fidelity to compare droop control and VOC in the time domain. Our simulation study is focused on comparing the time to synchronize parallel-connected single-phase inverters serving a resistive load (from a cold start and also for inverter addition) with the two control strategies.

A. Controller Description

We begin with a description of the droop controller and VOC controller. Note that the VOC controller is designed so that it offers approximately the same voltage and frequency regulation as the droop controlled inverter. (See [8] for details.)

Droop control: For the droop controller implementation, we choose the so-called universal droop laws [15] given by:

\[
\begin{align*}
\bar{v}_{eq} &= \bar{v}^* + m_P \bar{P}_{eq}, \\
\bar{\omega}_{eq} &= \bar{\omega}^* + m_Q \bar{Q}_{eq}.
\end{align*}
\]

The real- and reactive-power inputs to the droop controller are determined by integrating the product of output current injection and the inverter terminal voltage and its quadrature component over an AC cycle, respectively (see equations (8)-(9)). The quadrature component of the voltage is derived by using a second-order generalized integrator. Additionally, the real- and reactive-power calculations are filtered through a low pass filter with cut-off frequency, \(\omega_C\) [16].

Virtual Oscillator Control: Next, we design a virtual oscillator controller that emulates the steady-state characteristics of the droop controller by using the analysis outlined in Appendix C of [8]. The choice of \(\sigma\) and \(C\) are based on the choice of droop coefficients and is derived using the relation:

\[
\sigma = -m_P^{-1} \frac{\kappa_i}{2}, \quad C = m_Q^{-1} \frac{\kappa_i}{2\bar{V}_{oc}}.
\]

Given which, \(L\) can be determined for the nominal system frequency, \(\omega\).

The parameters adopted for the simulations that are outlined next are as follows: \(\varphi = 0\), \(\bar{V}_{oc} = 126\,\text{V}\), \(\omega = 2\pi \times 60\,\text{rad/s}\), \(m_P = -0.008\), \(m_Q = 0.01\), \(\kappa_i = 126\,\text{V/\Omega}\), \(\kappa_i = 0.152\,\text{A/\Omega}\), \(\sigma = 9.5\,\text{\Omega}^{-1}\), \(\alpha = 6.333\,\text{A/V}^3\), \(C = 0.0603\,\text{F}\), \(L = 5\,\text{mH}\).
0.117 mH, \( R_{\text{load}} = 220 \Omega \), Switching frequency \( f_{\text{sw}} = 15 \text{kHz} \), \( L_t = 1.8 \text{ mH} \), \( L_g = 0.9 \text{ mH} \), \( C_t = 25 \mu \text{F} \), low pass filter for real- and reactive-power calculations for droop controller, \( H_I(s) = \omega_s / (s + \omega_s) \) with \( \omega_s = 2 \pi \times 10 \text{ rad/s} \).

To compare the strategies, we illustrate synchronization error with the aid of the quantity \( ||\Pi v||_2 \), where \( v \) is the \( N \)-dimensional vector that collects the inverter terminal voltages. The matrix \( \Pi := I_N - \frac{1}{N} 1_N 1_N^T \) (\( I_N \) is the \( N \times N \) identity, and \( 1_N \times 1 \) is the \( N \times 1 \) vector with all entries equal to one) is the so-called projector matrix, and by construction, we see that \( \Pi v \) returns a vector where the entries capture deviations from the average of the entries in the vector \( v \).

B. Synchronization from a Cold Start

In Fig. 3 (a) we plot the synchronization error for a collection of \( N = 3 \) inverters from a cold start with arbitrary initial conditions. It is evident that the voltages synchronize faster with VOC. In particular, with VOC, the inverters synchronize by around \( t = 0.05 \text{ s} \), while with droop control, the inverters synchronize by \( t = 0.6 \text{ s} \). We point out that the error magnitude, i.e., \( ||\Pi v||_2 \), at \( t = 0 \) for droop control is 71.7 V, significantly lower than 234.8 V for VOC.

C. Inverter Addition

Now, we consider the case of adding a fourth inverter to the already synchronized system of three-inverters. At \( t = 0 \), both the systems (droop control and VOC) are perfectly synchronized with \( ||\Pi v||_2 \approx 0 \). At \( t = 0.1 \text{ s} \), a fourth inverter (starting from an arbitrary initial condition) is added to the system and the deviation of the terminal voltages of the four inverters from the average are plotted against time for droop control and VOC. From Fig. 3(b), it can be clearly seen that VO-controlled inverters synchronize and reach the phase-synchronized equilibrium considerably faster than those controlled with droop control.

IV. ENTRAINMENT

In this section, we derive a sufficient condition for synchronizing the inverter to an external stiff voltage source. The stiff voltage source can be assumed to model a circuit equivalent of the microgrid electrical network. The results below can therefore also be interpreted as stability of the nonlinear control strategy.

A. Entrainment of Van der Pol Oscillators

To develop the analysis, we leverage classical results on the entrainment property of Van der Pol oscillators, which refers to the case when the oscillator becomes frequency-locked to the external forcing function. In a nutshell, the result indicates that if the forcing is strong enough, and the frequency difference between the unforced limit cycle oscillation and the forcing function is small enough, then one can recover oscillations at the forcing frequency. A precise statement follows next.

**Lemma 1.** Consider a forced Van der Pol oscillator, with dynamics described by the following differential equation:

\[
\frac{d^2 x}{dt^2} + x - \epsilon \sigma (1 - \beta x^2) \frac{dx}{dt} = \epsilon f \cos \omega t, \tag{21}
\]

where \( \epsilon > 0 \) is sufficiently small. Assume that the forcing frequency, \( \omega \), is nearly equal to the unforced limit cycle frequency (given by the unit frequency) up to order \( O(\epsilon^2) \), that is, \( \omega = 1 + k \epsilon + O(\epsilon^2) \) for some \( k \in \mathbb{R} \). Then, if

\[
F^2 > \frac{\sigma^2}{2} + \frac{2}{\sqrt{3}} - 2 + \frac{8k^2}{\sqrt{3}}, \tag{22}
\]

the Van der Pol oscillator (21) exhibits oscillations at the frequency \( \omega \) of the external forcing function.

**Proof.** See [9], [17] for a proof. \( \square \)

B. Entrainment of VO-Controlled Inverters

Assume \( \varphi = 0 \) (without any loss of generality) and suppose that the output of the inverter is connected to a voltage source \( v_g := V_g \cos(\omega_g t) \) through an LCL filter with reactances, \( L_t, L_g, \) and \( C_t \), as shown in Fig 1 (a). To facilitate analysis, we transform the LCL filter with a \( T \) topology, to an approximate \( CLC \) filter with \( \Pi \) topology as shown in Fig. 4. The filter elements corresponding to the \( CLC \) filter are given by

\[
C_1 = \frac{C_t L_g}{L_g + L_t}, \quad C_2 = \frac{C_t L_t}{L_g + L_t}, \quad L_1 = L_t + L_g. \tag{23}
\]

Circuit equations corresponding to the equivalent filter arrangement can be written as:

\[
L_t \frac{dv_1}{dt} = \frac{v}{\kappa_\varphi},
\]

\[
C_1 \frac{dv_2}{dt} = -\frac{\alpha v^3}{\kappa_\varphi^3} + \sigma v - \kappa_\varphi i_1 - \kappa_\varphi \kappa_1 i_1,
\]

\[
\frac{di_1}{dt} = \frac{v - v_g}{L_1} + C_1 \frac{d^2 v}{dt^2} \tag{24},
\]

and, therefore, the system can be compactly described by

\[
\frac{d^2 v}{dt^2} - \epsilon' \sigma (1 - \beta v^2) \frac{dv}{dt} + v = \frac{\epsilon' \kappa_\varphi \kappa_1}{L_1 \omega_1} V_g \cos \left( \frac{\omega g}{\omega_1} \right), \tag{25}
\]

where we have re-scaled the original equations with respect to time by defining \( \tau := \omega_1 t \). The parameters \( \epsilon' \) and \( \omega_1 \) are

\[
\epsilon' = \sqrt{\frac{L_{eq}}{C_{eq}}} \omega_1 = \frac{1}{\sqrt{L_{eq}C_{eq}}}, \tag{26}
\]

with \( C_{eq} \) and \( L_{eq} \) given by:

\[
C_{eq} = C + \kappa_\varphi \kappa_1 C_1, \quad L_{eq} = \left( \frac{1}{L} + \frac{\kappa_\varphi \kappa_1}{L_1} \right)^{-1}. \tag{27}
\]
Now, consider the following result which establishes a parametric sufficient condition for the voltage of the inverter to frequency synchronize with the stiff voltage source.

**Corollary 1.** Consider the forced nonlinear dynamical system described by (25). Assume the frequency of the stiff voltage source, $\omega_g$, and the frequency of the VO-controlled inverter, $\omega_i$, are sufficiently close such that the first-order perturbative expansion $\omega_g/\omega_i \approx 1 + (\gamma/\omega_i)e'$ holds with $e' << 1$. If

$$\frac{V_i^2 L_i}{(L_i + L_g)^2 \omega_i^2} > \sigma^2 \left( \frac{\sqrt{3}}{2} + \frac{2}{\sqrt{3}} - 2 \right) + 8\frac{\gamma^2}{\omega_i^2 \sqrt{3}},$$

then the inverter terminal voltage exhibits oscillations at the external forcing frequency, $\omega_g$.

**Proof.** The condition in (28) follows from substituting $F = V_g^2 \kappa_s \kappa_i/(L_3 \omega_i)$ and $k = \gamma/\omega_i$ in (22).

---

**C. Numerical Simulation**

We compute the feasible region for synchronization of the inverter to the grid by leveraging the condition specified in Lemma 1, for a grid of 200 samples of forcing amplitude, $V_g$, evenly spaced between 0 V and 169 V and a grid of 100 samples of forcing frequency, $\omega_g$, evenly spaced between 59.5 Hz and 60.5 Hz. The simulation parameters are as follows:

- $\kappa_s = 126 \text{ V/V}$, $\kappa_i = 0.015 \text{ A/V}$, $\alpha = 4.06 \text{ A/V}^3$, $\sigma = 6.09 \text{ \Omega^{-1}}$, $L_i = 1.8 \text{ mH}$, $L_g = 0.9 \text{ mH}$, $C_f = 25 \mu\text{F}$.

The region shaded green in Fig. 5 represents the space of forcing amplitudes for which entrainment can be guaranteed.

---

**V. CONCLUSIONS AND FUTURE WORK**

In this paper, we provided several compelling extensions to virtual oscillator control. First, we developed a coordinate transformation with which droop-like relationships can be generated to relate the terminal voltage and frequency to real and reactive power output for arbitrary networks. Through time-domain simulations, we demonstrated the superior performance of VOC compared to droop when considering synchronization from cold start, as well as the addition of inverters. Finally, we examined entrainment of a VO-controlled inverter to a stiff voltage source. As part of future work, we will attempt to translate the entrainment conditions into design strategies. Furthermore, we will also explore design strategies for networks that are not purely inductive or resistive.

Strategies to regulate active- and reactive-power output in grid-connected mode will also be investigated.
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