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Abstract—This paper introduces a potential approach
for mitigating the effects of communication delays between
multiple, closed-loop hardware-in-the-loop experiments
which are virtually connected, yet physically separated.
The approach consists of an analytical procedure for
the compensation of communication delays, along with
the supporting computational and communication in-
frastructure. The control design leverages tools for the
design of observers for the compensation of measurement
errors in systems with time-varying delays. The proposed
methodology is validated through computer simulation and
hardware experimentation connecting hardware-in-the-loop
experiments conducted between laboratories separated by
a distance of over 100 km.

Index Terms—Delay compensation, drift observability,
hardware-in-the-loop (HIL).

I. INTRODUCTION

SYSTEM emulation using hardware-in-the-loop (HIL) is a
frequently used research and validation tool because it en-

ables dynamic cosimulation of models with physical hardware
in real time, see [1]–[7]. Several national laboratories, univer-
sities, and industrial companies are now pursuing approaches
in forming virtually connected simulation testbeds, whereby in-
dividual HIL experiments (representing subsystems) at distant
locations share state information through communication links
to emulate larger, virtually connected systems. Motivation for
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this research is driven largely by the possibility of sharing exper-
imental resources across large geographical distances without
the need for physical relocation of (potentially scarce, sensitive,
or massive) research equipment.

Previous research has been performed in connecting geo-
graphically separated testbeds in real time, with broad applica-
tions. For instance, in [8], a power system for a hybrid electric
vehicle using a driver-in-the-loop motion simulator located in
Michigan was connected in real time to a hybrid power train in
California. To support naval power systems research, the work
in [9] used (software-only) simulation of a shipboard power sys-
tem where components were geographically dispersed and the
simulation communicated between laboratories in Mississippi
and South Carolina.

To evaluate distributed energy penetration on the U.S. elec-
tric grid, a joint experiment analyzing high penetration pho-
tovoltaics (PV) on an electrical distribution feeder was per-
formed between two U.S. national laboratories using remote
HIL, wherein a large-scale grid simulation (software-only) at a
laboratory in Washington was virtually connected with a set of
physical, residential PV inverters operating at another laboratory
in Colorado [10].

More recently, real-time (software only) simulation of two
large ac power systems connected through an HVdc link was
performed between laboratories in Norway and Germany [11]
and between Germany and South Carolina [12]. Researchers at a
national laboratory in Australia performed a closed-loop, remote
HIL with a national laboratory in Colorado, where a power
network simulator and a physical PV+battery inverter system
in the U.S. were virtually connected to a physical PV inverter
in Australia to demonstrate coordinated solar PV firming on
electrical distribution feeders [13].

However, previous research has not adequately addressed
strategies for mitigating communication latencies specific to
remotely connected HIL experimentation. As the complexity,
number, and physical distances between remotely connected
HIL systems increase, it is expected that communication delays
will begin to adversely impact the time resolutions possible in
multisystem(location) HIL experiments. In particular, commu-
nication sampling times between remotely located processors
place a fundamental limitation on the effective bandwidth of
the combined experiment due to the Nyquist frequency cutoff.
Moreover, communication latencies from network traffic and
security firewalls at potential host locations can be a significant
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Fig. 1. Configuration for a single HIL experiment.

source of delay. Advanced methods for mitigating communi-
cation latencies are needed to enable larger and more complex
virtually connected testbeds.

This paper describes a potential control methodology, compu-
tational and communications architecture for helping to mitigate
the effects of communication delays between remote HIL exper-
iments, and validates the method on an example system through
simulation and hardware demonstration.

Key contributions of this paper are: 1) introducing concepts
from the control of drift-observable, time-delayed systems as a
potential framework and approach for mitigating communica-
tion delays in remotely connected HIL systems; and 2) demon-
strating the approach in simulation and hardware.

The remainder of this paper is as follows. Section II provides a
brief background on HIL and previous research in relevant delay
compensation methods, with particular emphasis on observers
for time-varying delay systems. This is followed in Section III
by a description of the design approach introduced in this paper.
The approach is demonstrated on an example system in Sec-
tion IV. Section V demonstrates a validation of the concept in
hardware. This paper concludes with a summary of findings and
suggestions for future research in Section VI.

II. BACKGROUND

A. Brief Overview of HIL Simulation

HIL platforms enable realistic evaluation of physical hard-
ware in the context of a modeled system. Using real-time simu-
lators, models are executed and exchange signals with a physical
device under test (DUT) in a closed-loop fashion; an example
configuration is depicted in Fig. 1.

In Fig. 1, the supply simulator is a controllable power sup-
ply, which is physically connected to the DUT. The real-time
simulator computes the response of the simulated circuit (bub-
bled area in Fig. 1) and provides control signals to the supply
simulator. Measurements from the experiment are fed back to
the circuit model on the real-time simulator, thus “closing the
loop.” In this way, the dynamic response of the DUT inside the
model is simulated, i.e., the DUT appears to be inside the circuit
model (depicted by gray box in Fig. 1).

Single location real-time HIL, including controller HIL and
power HIL, have been developed extensively for closed-loop
simulations. Examples include the simulation of physical
controllers and power devices [1], [2] and for investigating
demand-side management techniques for providing grid ancil-
lary services [3]. These simulations have included multiphysics
domains as well, e.g., see [4] and [5].

Closed-loop remote HIL consists of two or more of the indi-
vidual HIL systems depicted in Fig. 1, which are physically sep-
arated, yet exchange state information through communication
links to provide a virtually connected, closed-loop simulation.
However, communication latencies between HIL instances are a
critical factor in ensuring that the desired bandwidth of the em-
ulated experiment is met. The following sections describe prior
research in delay compensation techniques for time-varying de-
lay control systems, which, as will be proposed, provides a basis
for a method to mitigate communication latencies in remotely
connected HIL systems.

B. Delay Compensation Methods in HIL Simulation

Prior research has been performed on delay compensation
for single location HIL simulations. In [14], current filters were
incorporated in the feedback path to improve the stability of
the closed-loop software ↔ hardware simulation. Additional
approaches to prevent instabilities of the resultant closed-loop
system were proposed in [15]. However, the approaches in [14]–
[23] focused on single HIL testbeds, and did not address the issue
of connecting remote systems through HIL.

The real-time simulation platform developed in [24] was uti-
lized to emulate the operation of cyber-physical energy systems,
where control signals for energy resources were dispatched and
exchanged through a communication network. The platform
combined real-time simulations of dynamic electric models and
communication systems, with the goals of assessing the im-
pact of noninstantaneous communications on distributed con-
trol tasks and evaluating reconfiguration strategies for the com-
munication systems. Communication protocols were emulated
within the HIL platform, but remote communication between
HIL instances was not considered.

Communication and processing delays in wide area control
systems were evaluated in [25]. Communication delays were
estimated from empirical measurements from a transmission
system; operational delays were then estimated and assessed
via (single location) HIL.

The work in [26] considered remote access to HIL simulators
to control a dynamical system. The framework was demon-
strated for remote control of a robotic arm. The main objective
was to provide control and simulation capabilities without phys-
ical existence of the equipment in the laboratory. The framework
was close in spirit to the method presented in this paper; how-
ever, the work in [26] did not consider utilizing HIL for testing
and emulating remote HIL systems or assess the impact of com-
munication delays on the control and emulation tasks.

Focusing on general (non)linear dynamical systems, an ap-
proach for the construction of a state observer for nonlinear sys-
tems when the output measurements have nonnegligible time
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delays was proposed in [27]. Algorithms for estimating the sys-
tem state in the presence of different communication delays were
proposed, and conditions ensuring global exponential conver-
gence to zero of the estimation error for any given value of the
delay in the measurements were derived. Closely related work
in [28]–[30] described the design of observers that are guar-
anteed to asymptotically converge to the values of the actual
(nondelayed) system output.

As described in the following sections, the theory for observer
design for systems with time-varying delays described in [27]–
[30] provides a potential building block for mitigating the effect
of communication delays between remote HIL experiments, as
described in this paper. Combined with a cyber-physical archi-
tecture for the HIL configuration(s), design, and selective place-
ment of embedded observers, the proposed approach leverages
the theory in [27]–[30] to provide a framework for compen-
sating delays between remotely connected HIL simulations to
produce a system simulation that appears virtually connected
(i.e., colocated).

C. Observers for Time-Varying Delay Systems

This section provides a condensed summary of key research
findings on observer design for systems with time-varying de-
lays described in [27]–[30], which will be referred to in subse-
quent sections.

Notation: Upper-case (lower-case) boldface letters will be
used for matrices (column vectors); (·)T denotes transposition;
| · | denotes the absolute value of a number or cardinality of a
set; ∇ stands for the gradient operator; 〈x,y〉 denotes the inner
product of vectors x and y. For a given N × 1 vector x ∈ Rn ,
xi denotes its ith component, and ‖x‖2 :=

√
xT x. C∞ denotes

the field of infinitely differentiable functions.
Consider the following dynamical system describing the evo-

lution of a state vector x(t) ∈ Rn :

ẋ(t) = f (x(t)) + g(x(t),u(t)) (1a)

ȳ(t) = h (x(t − δ(t))) (1b)

where u(t) ∈ Rm is a known input vector, functions f : Rn →
Rn , g : Rn × Rm → Rn , and h : Rn → R are in C∞, and ȳ(t)
represents a measurement of the delayed state vector x at time
t − δ(t). Particularly, δ(t) ∈ [0,Δ], ∀ t represents a known,
time-varying and bounded measurement delay. The objective
of [27]–[30] is to design an observer to predict x(t) by process-
ing the delayed measurement ȳ(t).

Let ξ : Rn → R be an infinitely differentiable function, and
consider a vector field v : S → Rn , S ⊆ Rn . Suppose that
v(x) ∈ C∞. The Lie derivative of the function ξ(x) along the
vector field v is defined as follows:

Lvξ(x) := 〈∇ξ(x),v(x) 〉 =
n∑

i=1

∂ξ(x)
∂xi

vi(x) . (2)

The kth Lie derivative of ξ(x), denoted Lk
vξ(x), is obtained by

k-times repeated iteration of Lvξ(x) and L0
vξ(x) := ξ(x).

Consider the following mapping associated with functions
f(·) and h(·) in (1):

Φ(x) :=
[
h(x) Lf h(x) · · · Ln−1

f h(x)
]T

. (3)

System (1) is said to be globally drift-observable if Φ(x) is
a diffeomorphism on Rn . Drift-observability of (1) implies that
the Jacobian J(x) associated with Φ(x) is nonsingular for all
x ∈ Rn , in which case the mapping z = Φ(x) defines a global
change of coordinates.

Suppose that system (1) is globally drift-observable, and has
the following additional properties: (P1) The triple (f ,g, h)
has uniform observation degree at least equal to n defined as
follows:

LgLk
f h(x) = 0, k = 0, . . . , n − 2, ∀x ∈ Rn (4)

LgLn−1
f h(x) = 0, for some x ∈ Rn (5)

in which case, the following function is well-defined

p(z,u) =
(
Ln

f h(x) + LgLn−1
f h(x)u

)
x=Φ−1 (z) . (6)

(P2) Function p(z,u) in (6) is globally uniformly Lipschitz con-
tinuous with respect to z, and the Lipschitz coefficient γ(‖u‖)
is a nondecreasing function of ‖u‖; i.e., for any z1 , z2 ∈ Rn , it
holds that

‖p(z1 ,u) − p(z2 ,u)‖ ≤ γ(‖u‖)‖z1 − z2‖ . (7)

If (1) is globally uniformly Lipschitz drift-observable
(GULDO) with properties (P1) and (P2), then the following
observer associated with system (1) can be constructed

˙̂x(t) = f (x̂(t)) + g (x̂(t)u(t))

+ J−1(x̂(t))kδ [ȳ(t) − h (x̂(t − δ(t)))], t ≥ 0 (8a)

kδ = e−ρδk0 (8b)

where vector k0 ∈ Rn and scalar ρ ≥ 0 are design parameters.
Theorem 1 in [28] asserts that if input ‖u(t)‖ ≤ uM for some
constant uM , then for a decay rate ρ ≥ 0 and bounded delay
δ(t) ∈ [0,Δ] there exists a vector k0 ∈ Rn such that

‖x(t) − x̂(t)‖ ≤ ce−ρt , t ≥ 0 (9)

for some constant c, i.e, x̂(t) asymptotically converges to the
ideal (nondelayed) system state x(t). Furthermore, the theorem
states that if vector k0 satisfies the matrix inequality

(An − k0Cn )T P + P(An − k0Cn )

+ (2ρ + β + κ)P + γ2
M (BT

n PBn )In×n ≤ 0 (10)

where (An ,Bn ,Cn ) are a Brunowski triple of order n, γM is
the Lipschitz coefficient associated with uM , β > 0 and κ > 1
design parameters, and P is symmetric positive definite, then
exponential-decay state tracking [cf., (9)] is guaranteed for

Δ ≤ Δ̄ :=
β

2 + (kT
0 Pk0)‖P−1‖(1 + ρ2 + C2

nk2
1)κ

. (11)

Remark: it is important to note that the theory derived in
[27]–[30] and summarized in (1)–(11) assumes control of a
single system. While we use the structure of the observer design
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Fig. 2. Conceptual model of ODC architecture for two HIL systems connected via a communication link.

in (8) as a guide for the design of observers for remote HIL
applications (with justification explained in the next section),
convergence for multiple HIL systems must be verified in sim-
ulation until the convergence guarantee in (11) is extended and
rigorously proven for multiple HIL instances; this an objective
of future research.

III. EMBEDDED OBSERVERS FOR REMOTE

HIL APPLICATIONS

This section explains how the theory in the previous section
can be adapted to help mitigate communication delays in remote
HIL applications, hereafter referred to as the observer delay
compensation (ODC) approach. The central concept is depicted
in Fig. 2. As shown in Fig. 2, the mathematical description of
System A(B) is a function of both locally obtained (measured or
computed) state information xa(b) and estimates of remote states
x̂b(a) . Estimates for remote states occurring at System A(B)
are computed in observers located at System B(A). In control
theory, observers are commonly used to estimate actual state
variables based on known information, such as measurements
[31]. The notation Ox→y denotes an observer at System X that
estimates delayed states received from System Y; δx→y denotes
the communication delay between System X and System Y.

In Fig. 2, delayed measurements from the remote system(s)
along with knowledge of its mathematical representation are
used to provide an estimate of the nondelayed remote states,
through the use of embedded observers. Errors in the predicted
states are then dynamically corrected as new information is
obtained from the remote system(s). For simplicity, we assume
herein that locally measured signals do not contain delay; only
communication between remote systems is considered.

Lacking a formal convergence guarantee for multiple HIL
instances corresponding to [27]–[30] at the time of the ex-
perimental work, the observer designs were performed quasi-
heuristically with (1)–(8) as a guide. In particular, we assumed
that if: 1) Systems A and B in Fig. 2 could both be shown to
be GULDO and possess properties (P1) and (P2); 2) observers
for the system were constructed using (8) (which is always

possible if the first condition is satisfied); and 3) the upper bound
on the communication delay between the two systems could
be estimated with reasonable certainty. Then, design parameter
k0 in (8) may exist such that all states in the complete sys-
tem converged asymptotically, which we could validate through
computer simulation before hardware implementation.

The assumptions above were based on the following rea-
soning. When designing observers to estimate the state vec-
tors x ∈ RN,N ≤ n at each location for an n-dimensional total
system, drift-observability of each subsystem ensures the Jaco-
bian J(x) in (8) is nonsingular for all x ∈ RN , the guarantee
of observation degree ≥ n ensures the subsystems are observ-
able, and global uniform Lipschitz continuity ensures adjust-
ment (i.e., feedback control) of states occurs along smooth and
well-defined trajectories.

Guided by this reasoning, the design approach for construct-
ing embedded observers to implement the ODC method consists
of the following steps.

1) Derivation of the mathematical description of the virtu-
ally connected subsystems.

2) Check of GULDO and properties (P1) and (P2) for each
subsystem.

3) Construction of observers using (8) and selection of k0
for each location.

4) Validation of system convergence (e.g., in simulation).
What follows is a demonstration of the above steps on an

example system partitioned into two subsystems.

IV. DESIGN EXAMPLE

A. Mathematical Description

Consider the electrical circuit shown in Fig. 3 containing two
current sources i1(2) in parallel with shunt capacitors C1(2) , and
connected through a series RL impedance.

The equation describing each of the k ∈ {1, 2} sources is

dik
dt

= ηk (vk − e∗k ) + αk ik (12)
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Fig. 3. Example electrical circuit (ideal).

Fig. 4. Partitioned system (partition boundaries shown as dashed
lines).

where it is assumed that the sources represent composite current
supplies which include externally connected voltage sources
downstream; this is used to introduce transient inputs to the
simulation. Here, e∗k represents connected (and potentially time-
varying) voltage input signals, ηk are voltage error gains, and
αk < 0 are damping factors.

This system can be represented in state-space form

dx
dt

= Ax + Bu (13)

where the vector of states x =
[
i1 i2 v1 v2 i

]T

A =

⎡

⎢⎢⎢⎢⎢⎣

α1 0 η1 0 0
0 α2 0 η2 0

1/C1 0 0 0 −1/C1

0 1/C2 0 0 1/C2

0 0 1/L −1/L −R/L

⎤

⎥⎥⎥⎥⎥⎦
, B =

⎡

⎢⎢⎢⎣

−η1 0
0 −η2

0 0
0 0

⎤

⎥⎥⎥⎦

(14)
and the input vector u = [ e∗1 e∗2 ]T .

Suppose we wish to partition the system in Fig. 3 so portions
can be simulated remotely, yet remain coupled through mutual
exchange of state information. First, consider a partitioning of
the system into two (sub)systems, referred to herein as “System
A” and “System B,” as shown in Fig. 4.

Next, consider the physical separation and control of Systems
A and B where each is controlled in the following manner. First,
replace System B in Fig. 4 with a controllable current source
that injects estimated input current î2 into System A, as shown
in the left of Fig. 5. Then, replace System A in Fig. 4 with a
controllable voltage source that provides estimated voltage v̂2
to System B as shown on right of Fig. 5.

System A in Fig. 5 can be described in state-space as

dxa

dt
= Aaxa + Baua (15)

Fig. 5. Systems A and B with remote inputs î2 and v̂2 , respectively.

where the vector of states xa = [ i1 v1 i v2 ]T

Aa =

⎡

⎢⎢⎢⎣

α1 η1 0 0
1/C1 0 −1/C1 0

0 1/L −R/L −1/L

0 0 1/C2 0

⎤

⎥⎥⎥⎦, Ba =

⎡

⎢⎢⎢⎣

−η1 0
0 0
0 0
0 1/C2

⎤

⎥⎥⎥⎦

(16)
and the input vector ua =

[
e∗1 î2

]T
. The nominal output of

System A at System A is v2(t), the delayed output ȳa(t) =
v2(t − δ(t)) in (1), is obtained by defining matrix Ca as

ȳa(t) = Caxa(t − δ(t))

=
[
0 0 0 1

]
xa(t − δ(t))

= v2(t − δ(t)). (17)

For System B, the state-space representation is

dxb

dt
= Abxb + Bbub (18)

where the state vector xb = [ i2 ]

Ab =
[
α2

]
, Bb =

[−η2 η2
]

(19)

and the input vector ub =
[
e∗2 v̂2

]T
The nominal output of

System B at System B is i2(t), so matrix Cb is defined as

ȳb(t) = Cbxb(t − δ(t))

= [1][i2(t − δ(t))]

= i2(t − δ(t)). (20)

For System A note from comparison of (1) and (15)–(17)

f(x(t)) �→ Aaxa(t) (21)

g(x(t))u(t) �→ [−η1e
∗
1(t) 0 0 0

]T
(22)

h(x(t − δ(t))) �→ Caxa(t − δ(t)) = v2(t − δ(t)). (23)

The mapping zb = Φ(xa) for System A, with n = 4 is

Φ(xa) =

⎡

⎢⎢⎢⎣

0 0 0 1
0 0 1/C2 0
0 1/LC2 −R/LC2 −1/LC2

σ1 σ2 σ3 σ4

⎤

⎥⎥⎥⎦xa = Λaxa

(24)
where σ1 = 1/LC1C2 , σ2 = −1/LC1C2 − R/L2C2 , σ3 =
−R2/L2C2 − 1/LC2

2 , and σ4 = R/L2C2 . Note that the map-
ping Φ(xa) is diffeomorphic if Λa defined in (24) is invertible,
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which is determined by the values of the circuit parameters.
From (24)

Ja(xa) =

⎡

⎢⎢⎢⎣

0 0 0 1
0 0 1/C2 0
0 1/LC2 −R/LC2 −1/LC2

σ1 σ2 σ3 σ4

⎤

⎥⎥⎥⎦ = Λa

(25)
which is indeed nonzero for all xa ∈ R4 . For property (P1), it is
easy to verify that LgLk

f h(x) = 0 for k = 0, . . . , n − 2, ∀x ∈
Rn . The second condition in (P1) holds since LgL3

f h(xa) =
Γg(x(t))u(t) where Γ := [ ς1 ς2 ς3 ς4 ], ς1 = 1/LC1C2 , ς2 =
−R/L2C2 , ς3 = (−1/LC1C2 + R2/L2C2 − 1/L2C2), ς4 =
R/L2C2 . Therefore, LgL3

f h(xa) = −η1ς1e
∗
1(t) = 0 for some

xa ∈ R4 , in particular whenever the signal e∗1(t) = 0. As ex-
pected, p(za ,ua) is well-defined

p(za ,ua) =
(
L4

f h(xa) + LgL3
f h(xa)ua

)
xa =Φ−1 (za )

= Γxa − η1ς1(e∗1(t))
2

= ΓΛ−1
a za − η1ς1(e∗1(t))

2 . (26)

Considering property (P2) for System A, note that p(za ,ua)
is globally uniformly Lipschitz continuous with respect to za ;
its derivative with respect to this variable is equal to (constant)
ΓΛ−1

a . The Lipschitz coefficient can be determined from (7)
to derive the requirement that γ ≥ ‖ΓΛ−1

a ‖ and is therefore
nondecreasing in ‖ua‖.

For System B, note from comparison of (1) and (18) and (20),

f(x(t)) �→ Abxb(t) = α2i2(t) (27)

g(x(t))u(t) �→ −η2e
∗
2(t) (28)

h(x(t − δ(t))) �→ Cbxb(t − δ(t)) = i2(t − δ(t)). (29)

The mapping zb = Φ(xb) for System B with n = 1 is

Φ(xb) = xb = i2(t). (30)

Functions of the form Φ(x) = x, x ∈ R are diffeomorphic
and Φ(xb) is a diffeomorphism for xb ∈ R. The Jacobian for
System B

Jb(xb) = 1 (31)

which is indeed nonzero for all xb ∈ R.
We now examine whether System B possesses properties (P1)

and (P2). For the first property, note that the first condition in
(6) doesn’t apply since n = 1. The second condition is true
since LgL0

f h(xb) = −η2e
∗
2(t) = 0, for some xb ∈ R, in par-

ticular whenever e∗2(t) = 0. Note the function

p(zb ,ub) =
(
Ln

f h(xb) + LgLn−1
f h(xb)ub

)
xb =Φ−1 (zb )

= α2zb − η2(e∗2(t))
2 (32)

is indeed well-defined. Considering property (P2) for System B,
note that p(zb ,ub) is globally uniformly Lipschitz continuous
with respect to zb ; its derivative with respect to zb is equal to
constant α2 for all zb ∈ R. The Lipschitz coefficient can be

determined from the inequality

‖p(zb,1 ,ub) − p(zb,2 ,ub)‖ = ‖α2‖‖zb,1 − zb,2‖
≤ γ(‖ub‖)‖zb,1 − zb,2‖ (33)

from which we derive that γ ≥ ‖α2‖, and is therefore nonde-
creasing in ‖ub‖.

B. Observer Construction and Parameter Selection

The observer Oa→b estimates input current î2 at System A
based on measurements of signal i2(t − δb→a(t)) received from
System B and is constructed as

dî2(t)
dt

= Ab î2(t) + Bbub + J−1
b (̂i2(t))k0be

−ρδb→a

(
i2(t − δb→a(t)) − î2(t − δb→a(t))

)
. (34)

The observer Ob→a estimates voltage v̂2(t) based on mea-
surements of signal v2(t − δb→a(t)) received from System A
and is constructed as

dx̂a

dt
= Aa x̂a(t) + Baua + J−1

a (x̂a(t))k0ae−ρδa →b

(v2(t − δa→b(t)) − v̂2(t − δa→b(t))) (35)

where x̂a =
[
î1 v̂1 î v̂2

]T
. In (35) and (36), k0a(b) denotes

the parameter k0 in (8) for the observer that estimates states
physically located at System A(B).

A reasonable guess for selecting suitable k0a(b) (which must
be validated, as shown in the next subsection) is to compute
the feedback vector for the so-called Luenberger observer [32]
corresponding to each of the subsystems. This is the method
that was used in this work, where the MathWorks place com-
mand was used to place closed-loop poles at desired locations
to yield satisfactory total system response. Note that it is always
possible to obtain these feedback vectors since the subsystems
are confirmed to be observable in step B) of the design process.

C. Validation in Simulation

The delay compensation technique was applied to the par-
titioned circuit in Fig. 4 using the parameter values shown in
Table I. [Note that these parameters are not intended to represent
a specific system—they were chosen only to clearly visualize the
difference in the compensated and uncompensated responses.]
The simulations were performed in MathWorks SimPowerSys-
tems toolbox, version 5.7 [33].

The passive circuit elements, error gains and damping factors
in Table I were chosen arbitrarily, except that Λa in (25) was
validated to be invertible. The communication delay Td was
chosen to be several times greater than the empirically measured
network delay (approximately 30 ms per round trip, as described
in Section V). The update rate τu was chosen to be an order
of magnitude greater than Td ; the desired convergence rate ρ
was arbitrarily chosen to visually observe the response. The
vector k0a was calculated as [ 4.06 6.18 4.18 1.06 ]T for poles
placed at [−1.00 −1.01 −1.02 −1.03 ]T . Similarly, k0b was
calculated as [ 1.0 ] for a pole placed at [−1.0 ]. The selection of
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TABLE I
SIMULATION PARAMETERS

Fig. 6. Signal representing external sources.

Fig. 7. Simulation results from example partitioned system. Blue lines
signify the ideal response (from the ideal circuit in Fig. 3), green lines
the uncompensated response, and red lines the observer output.

poles was chosen only to ensure that the full system simulation
would be stable and the dynamics would be visible for the
choice of system parameters; exploration of system stability
with various system and observer parameters choices is a topic
of future research.

For simplicity, the input signals e∗1(t) and e∗2(t) representing
externally connected sources in (12) were both set equal to
the waveform e∗(t) depicted in Fig. 6. This function held a
(randomly sampled) constant value which was updated every
time interval τu after the start of the simulation.

The resulting simulation waveforms are shown in Fig. 7. In
Fig. 7, the blue lines signify the ideal response (from the ideal
circuit in Fig. 3), green lines the uncompensated response, and
red lines the observer output. As can be seen, the ideal and
observer based (“compensated”) signals converge for both volt-
age and current, despite continued changes in the input signals
e∗1(t) = e∗2(t) = e∗(t) throughout the simulation.

Fig. 8. Errors in i2 with (upper) and without (lower) delay
compensation.

Fig. 9. Hardware in remote Sys A � Sys B HIL demonstration.

Errors between compensated and uncompensated responses
are plotted in Fig. 8 (for current i2). In particular, φ(t) is defined
as the difference between the compensated and ideal response
(blue and red lines in Fig. 7, upper); φ̂(t) is the difference
between the uncompensated and ideal response (green and red
lines in Fig. 7, upper).

As shown in Fig. 8, the error in the compensated current
signal decreases exponentially to zero, as predicted by (9). Re-
markably, once the controller error converges to zero it stays
at zero even after the external inputs e∗1(t), e∗2(t) continue to
change. Note that continued convergence to zero in the com-
pensated systems, despite changing external input signals, are
likely possible in this example because models for the full and
partitioned systems were known exactly.

V. HARDWARE RESULTS

This section describes experimental validation of the ODC
method in hardware. During this experiment, a closed-loop,
remote HIL experiment emulating the system shown in Fig. 5,
employing the architecture shown in Fig. 2, was performed. This
experiment provided a virtual connection of equipment physi-
cally located at Colorado State University (CSU), Fort Collins,
CO, USA, with equipment located remotely at the National Re-
newable Energy Laboratory (NREL), Golden, CO, USA. The
physical separation between these locations was approximately
115 km. A depiction of the overall experiment is shown in Fig. 9.

In Fig. 9, the System A (“Sys A”) and System B (“Sys B”)
portions of the electrical circuit in Fig. 4 were simulated on
OPAL-RT real-time digital simulators [34] at CSU and NREL,
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Fig. 10. Measurements from hardware validation of ODC method:
compensated signals (red); ideal signals (black); and external input sig-
nals (blue).

respectively. The observers for both systems were executed on
Arduino EtherDUE [35] at each location. The EtherDUE mi-
crocontrollers had a built-in Ethernet port in addition to analog
and digital I/O channels.

The observer calculations were executed on the microcon-
troller boards rather than on the real-time simulators in order
to isolate the electrical simulations from the observer computa-
tions. This approach provided the following advantages:

1) software for network packet manipulation and time func-
tions were accessible through standard libraries readily
installed on the microcontroller boards;

2) processing network signals externally to the real-time
simulators eliminated the need for using limited memory
and computational resources on the real-time simulators;

3) isolation of the electrical simulation and observers made
the architecture more maintainable, since components of
the system could be modified and tested independently.

Measurements and observer values were passed between
colocated OPAL-RT and Arduino microcontrollers using dig-
ital and analog I/O channels. State information was passed be-
tween remote locations through the EtherDUE boards using
TCP/IP communication. Synchronization between systems was
implemented using algorithms on the Arduino boards in a mas-
ter/slave, hand-shaking configuration.

As mentioned in Section IV, selection of observer parame-
ters and stability analysis for this experiment required an es-
timate of the network delay between Systems A and B. Since
network delays between two systems are generally dependent
on many factors (e.g., network load and routing algorithms),
the estimated delay was determined experimentally using re-
peated ping algorithms on the microcontrollers. The sample
mean of the round-trip communication delay was found to be
≈30 ms.

Measurements obtained during the experiment are shown in
Fig. 10. The compensation algorithms were activated at each lo-
cation at approximately t = 57 s. The measurements show that
the compensated currents and voltages (red lines) converged
to the ideal response signals (black lines) with little error af-
ter the delay compensation algorithms converged. Note that as
predicted in simulation, once the observer-based delay compen-
sators converged, the error remained near zero even when the
external input signal continued to change.

VI. CONCLUSION AND FUTURE RESEARCH

This paper introduced a potential method and architecture for
helping to mitigate communication delays between remotely
connected HIL experiments. Motivation for this paper was
the desire to connect geographically distant software/hardware
testbeds while minimizing the loss of experimental fidelity aris-
ing from communication latencies. The approach was validated
through computer simulation and a remote HIL experiment
where the subsystems were separated by a physical distance of
115 km and communication delay of 30 ms. However, we note
that the convergence results shown in this paper assumed perfect
knowledge of the underlying system models. Primary challenges
in implementing the method are generating sufficiently accurate
mathematical descriptions of the subsystems and determining
controller parameters. Automated state-model generation or av-
erage value models can possibly be used for more complex
systems to address the first challenge. Theoretical development
to extend the convergence guarantee for drift-observable, time-
delayed observer design for multiple remote systems and design
guidelines for optimal parameter selection are needed to resolve
the second challenge. Additional future research topics include
the addition of robust control techniques to account for potential
parameter variations and imperfect system knowledge.
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